
  Transl Androl Urol 2021;10(2):710-723 | http://dx.doi.org/10.21037/tau-20-1208© Translational Andrology and Urology. All rights reserved.

Original Article

Machine learning-assisted decision-support models to better 
predict patients with calculous pyonephrosis

Hailang Liu#, Xinguang Wang#, Kun Tang, Ejun Peng, Ding Xia, Zhiqiang Chen

Department of Urology, Tongji Hospital, Tongji Medical College, Huazhong University of Science and Technology, Wuhan, Hubei, China

Contributions: (I) Conception and design: H Liu, X Wang, Z Chen; (II) Administrative support: Z Chen; (III) Provision of study materials or patients: 

E Peng, Z Chen; (IV) Collection and assembly of data: H Liu, X Wang, D Xia, Z Chen; (V) Data analysis and interpretation: H Liu, X Wang, K 

Tang; (VI) Manuscript writing: All authors; (VII) Final approval of manuscript: All authors.
#These authors contributed equally to this work.

Correspondence to: Zhiqiang Chen. Department of Urology, Tongji Hospital, Tongji Medical College, Huazhong University of Science and 

Technology, Wuhan 430030, China. Email: d201981784@hust.edu.cn.

Background: To develop a machine learning (ML)-assisted model capable of accurately identifying 
patients with calculous pyonephrosis before making treatment decisions by integrating multiple clinical 
characteristics.
Methods: We retrospectively collected data from patients with obstructed hydronephrosis who underwent 
retrograde ureteral stent insertion, percutaneous nephrostomy (PCN), or percutaneous nephrolithotomy 
(PCNL). The study cohort was divided into training and testing datasets in a 70:30 ratio for further analysis. 
We developed 5 ML-assisted models from 22 clinical features using logistic regression (LR), LR optimized 
by least absolute shrinkage and selection operator (Lasso) regularization (Lasso-LR), support vector machine 
(SVM), extreme gradient boosting (XGBoost), and random forest (RF). The area under the curve (AUC) was 
applied to determine the model with the highest discrimination. Decision curve analysis (DCA) was used to 
investigate the clinical net benefit associated with using the predictive models.
Results: A total of 322 patients were included, with 225 patients in the training dataset, and 97 patients in 
the testing dataset. The XGBoost model showed good discrimination with the AUC, accuracy, sensitivity, 
specificity, positive predictive value (PPV), and negative predictive value (NPV) of 0.981, 0.991, 0.962, 1.000, 
1.000, and 0.989, respectively, followed by SVM [AUC =0.985, 95% confidence interval (CI): 0.970–1.000], 
Lasso-LR (AUC =0.977, 95% CI: 0.958–0.996), LR (AUC =0.936, 95% CI: 0.905–0.968), and RF (AUC 
=0.920, 95% CI: 0.870–0.970). Validation of the model showed that SVM yielded the highest AUC (0.977, 
95% CI: 0.952–1.000), followed by Lasso-LR (AUC =0.959, 95% CI: 0.921–0.997), XGBoost (AUC =0.958, 
95% CI: 0.902–1.000), LR (AUC =0.932, 95% CI: 0.878–0.987), and RF (AUC =0.868, 95% CI: 0.779–0.958) 
in the testing dataset. 
Conclusions: Our ML-based models had good discrimination in predicting patients with obstructed 
hydronephrosis at high risk of harboring pyonephrosis, and the use of these models may be greatly beneficial 
to urologists in treatment planning, patient selection, and decision-making.
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Introduction

Pyonephrosis is an acute infection involving the containment 
of pus within an obstructed collecting system, which could 
be secondary to hydronephrosis caused by the obstruction 
of the upper urinary tract, or pyelonephritis (1). It is also 
defined as infective hydronephrosis, is typically associated 
with renal pelvis abscess formation, and is most commonly 
a complication of a ureteral obstruction (2,3). Calculous 
pyonephrosis is often caused by obstructive urolithiasis and 
tends to develop into urosepsis rapidly (4). Sepsis and severe 
sepsis are life-threatening situations requiring urgent medical 
intervention, placing a heavy burden on patients and society 

(4-6). Urosepsis refers to sepsis due to urinary tract or male 
reproductive system’s infection, accounting for approximately 
9% of severe sepsis cases (4,7). Urosepsis has a very high 
mortality rate, rapid detection, and appropriate treatment 
initiation are crucial (8). For the management of urosepsis, 
early empiric antimicrobial therapy and source control is of 
utmost importance. Drainage of obstruction and abscesses 
and removal of foreign bodies is the most important strategy 
for source control and must be performed immediately (9). 
Therefore, it is extremely important to identify calculous 
pyonephrosis before making treatment decisions for patients 
with obstructive hydronephrosis. However, a fair proportion 
of patients with pyonephrosis are asymptomatic, and some 
patients have symptoms similar to those of acute pyelonephritis 
or hydronephrosis, which makes the early accurate 
identification of pyonephrosis challenging (10-12). Delayed 
diagnosis may sometimes result in catastrophic outcomes. 

Several researchers have tried ultrasound, computerized 
tomography (CT), and magnetic resonance imaging (MRI) 
for preoperative prediction of pyonephrosis (13-15). However, 
these methods were found to have certain limitations and 
could not achieve satisfactory prediction efficacy. Moreover, 
pyonephrosis imaging findings were not entirely consistent due 
to various degrees of hydronephrosis and infection. This study 
aimed to develop predictive models for calculous pyonephrosis 
using clinical parameters, laboratory test results, and imaging 
findings.

Machine learning (ML) is the semi-automated extraction 
of knowledge and insight from data (16). Developed within 
the fields of statistics, computer science and artificial 
intelligence, it allows the training of algorithms that can 
discover and identify complex patterns and relationships 
faster than conventional statistical models that focus on 
only a handful of patient variables (16). The superior ability 
of ML algorithms to improve the accuracy of predicting 

diseases and subsequent outcomes compared to traditional 
statistical models has led to the extensive application of 
ML algorithms in the field of clinical research (17,18). 
Considering this, we applied ML algorithms to the dataset 
in the present study, in order to identify patients at high 
risk of harboring pyonephrosis before making treatment 
decisions. We present the following article in accordance 
with the TRIPOD reporting checklist (available at: http://
dx.doi.org/10.21037/tau-20-1208).

Methods

This study has conformed to the provisions of the 
Declaration of Helsinki (as revised in 2013). The study 
was approved by the Institutional Review Board of Tongji 
Hospital, Tongji Medical College, Huazhong University 
of Science and Technology (2019#S1159), with a waiver of 
informed consent due to its retrospective nature.

Patient selection and study parameters

In this single-center retrospective study, we searched the 
medical records for all patients with calculous pyonephrosis 
or hydronephrosis at the Tongji Hospital of Tongji Medical 
College, Huazhong University of Science and Technology 
between March 2013 and March 2018. We used multiple 
imputation to fill in missing data. The inclusion criteria 
were as follows: (I) adult patients aged ≥18 years; (II) 
patients with upper urinary tract stones; (III) surgical 
procedures [retrograde ureteral stent insertion, percutaneous 
nephrostomy (PCN), or percutaneous nephrolithotomy 
(PCNL)] performed for all patients; and (IV) complete 
clinical data including signs or symptoms, imaging 
examinations (ultrasonography, abdominal X-ray, and non-
enhanced CT), and laboratory test results. Exclusion criteria 
were as follows: (I) no hydronephrosis in the affected kidney; 
(II) had undergone nephrostomy or retrograde ureteral stent 
insertion before admission; (III) had received endoscopic 
surgery before admission and were admitted to our center to 
treat residual stones; (IV) had received ultrasonography and 
CT scans at other hospitals; and (V) had incomplete clinical 
data in medical records.

Preoperative clinical data of all enrolled patients 
included basic demographic data, clinical signs or symptoms 
(fever and renal colic), history of urinary tract infection 
(UTI) within the past 3 months, chronic comorbidities 
(hypertension and diabetes), characteristics of renal 
or ureteral stones, characteristics of the affected and 
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contralateral kidneys, and laboratory analyses performed 
on blood and urine samples. The degree of hydronephrosis 
was classified as mild, moderate, and severe by ultrasound, 
according to Noble’s grading system (19). The relevant 
laboratory parameters included preoperative peripheral 
white blood cell (WBC) counts, preoperative peripheral 
neutrophil counts, serum C-reactive protein (CRP), urine 
leukocyte counts, urine nitrite, and urine culture results. 
Urine culture with a single microorganism growth of 105 
colony forming units (CFU)/mL for a sterile midstream 
urine sample and 104 CFU/mL for a catheterized sample 
were considered positive results (20). The CT attenuation 
value [Hounsfield units (HU)] of renal pelvis urine was 
obtained and calculated automatically from picture 
archiving and communication systems (PACS) (13). 

Confirmation of calculous pyonephrosis

The presence of upper urinary tract calculi was confirmed 
by experienced radiologists using non-enhanced CT 
scans. Pyonephrosis was defined as the presence of pus or 
purulence aggregated in the renal collecting duct system. 
Diagnosis of pyonephrosis was based on the pus observed 
by clinicians during endoscopic surgery or surgical drainage 
(PCN or retrograde ureteral stent insertion), which was 
known as the “gold standard”, and experienced urologists 
performed this at our center. 

Development, validation, and performance of ML-based 
models

The primary dataset was randomly split into two datasets: 
70% for model training and 30% for model testing. For 
model training, data from the training set were used to 
approximate model parameters. A total of 5 ML algorithms 
were performed to build predictive models: logistic 
regression (LR), LR optimized by the least absolute 
shrinkage and selection operator (Lasso) regularization 
(Lasso-LR), support vector machine (SVM) integrated with 
recursive feature elimination (RFE), random forest (RF) 
classifier, and extreme gradient boosting (XGBoost).

LR is one of the most common ML algorithms for the 
classification of binary outcomes. We performed univariate 
and multivariable LR analysis to investigate the association 
between clinical variables and pyonephrosis. Also, according 
to multivariable analysis results, we selected significant 
predictors (P<0.05) and their corresponding coefficients to 
construct the predictive model. The LR model was derived 

from the following formula:

1
Intercept βin

i
Y xi

=
= + ×∑ 	 [1]

where Y is the output, βi is the nonzero coefficient, and xi 
is the selected clinical feature based on the results of the 
multivariable LR analysis (21).

The Lasso is a popular ML algorithm with outstanding 
feature selection capability, and it preferentially shrinks 
some predictor coefficients to zero by penalizing the 
absolute values of the regression coefficients (22,23). In this 
study, the optimized LR coefficients were estimated given a 
boundary (“L1 Norm”) to the sum of absolute standardized 
regression coefficients (22,23). The Lasso-LR model was 
also derived from the formula (Ⅰ).

To acquire the probability of pyonephrosis in the LR and 
Lasso-LR, we then converted output values of models to 
the probabilities (Pi) by employing a sigmoid function:

( )( )1/ 1 expiP Y= + − 	 [2]

where Y is the output value of predictive models, and Pi 
indicates the probabilities of harboring pyonephrosis (21).

The SVM is a supervised learning model with an 
associated learning algorithm that analyzes data used for 
classification and regression (24). The objective of applying 
SVM is to find the best line in 2 dimensions or the best 
hyperplane in >2 dimensions to help separate the space into 
classes (24). In the present study, RFE was integrated with 
the SVM classifier training, and the SVM model training was 
based on the use of a radial basis function kernel. The RFE 
was initially proposed to enable SVM to perform feature 
selection by iteratively training a model, ranking features, 
and then removing the lowest ranking features (25). The 
iteration was repeated until the desired number of features 
was reached. By adding the ranked features returned by the 
SVM one by one from most to least important, we eventually 
selected parameters that produced the greatest accuracy and 
the lowest average error.

The RF is an ensemble learning method that performs 
classification or regression by combining the voting results 
of multiple decision trees; it has been employed extensively 
in the fields of clinical research and bioinformatics (26). 
Bootstrap aggregation, also called bagging, is the core of 
RF algorithms. Each decision tree is trained on randomly 
sampled subsets in the training data, while sampling is 
undertaken with the replacement. The final RF model 
is constructed based on the majority vote results from 
individually developed decision trees in the forest. In this 
study, we used metrics of the mean decrease in accuracy 
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(MDA) and the mean decrease in Gini (MDG) to assess 
the importance of various features in constructing the RF 
model. The MDA of a variable is determined during the 
out of bag (OOB) error calculation phase. The more the RF 
accuracy decreases due to the exclusion of a single variable, 
the more important that variable is deemed. Therefore, 
variables with a large MDA are more important for the 
data classification (27). The MDG is the average of a 
variable’s total decrease in node impurity, weighted by the 
proportion of samples reaching that node in each decision 
tree in the RF (27). A higher MDG indicates higher variable 
importance.

Like the RF, gradient boosting is an ML algorithm for 
regression and classification problems, which produces 
a prediction model in the form of an ensemble of weak 
prediction models, typically decision trees. The XGBoost 
is one of the implementations of the gradient boosting 
concept. As an ensemble tree model, XGBoost uses 
multiple iterative gradient boosters to construct a strong 
classification system (28). It uses a more regularized model 
formalization to control over-fitting, which gives it better 
performance. 

Model evaluation was carried out by examining 
discrimination. The receiver operating characteristic (ROC) 
curve analysis was used to evaluate the discrimination 
ability of predictive models in both the training and testing 
datasets; the area quantified each model’s discrimination 
abi l i ty  under  the  ROC curve  (AUC).  Moreover, 
discrimination metrics including accuracy, sensitivity, 
specificity, Youden index (YI), positive predictive value 
(PPV), and negative predictive value (NPV) were also 
applied to assess the discriminative power of predictive 
models. Comparisons between ROC curves were performed 
using the method described by DeLong et al. (29). As 
LR analysis was one of the most widely used statistical 
methods, we used the LR model as the reference in the 
pairwise comparison of AUC value. Decision curve analysis 
(DCA) was conducted to determine the clinical net benefit 
associated with using the predictive models at different 
threshold probabilities in the patient cohort.

Statistical analysis

Data were analyzed using the statistical software SPSS 
version 22.0 (IBM Corp., NY, USA) and R software (Version 
3.6.0; https://www.R-project.org). In both the training and 
testing datasets, patients were assigned to the pyonephrosis 
group and non-pyonephrosis group. The Mann-Whitney U 

test and chi-square test or Fisher’s exact test were applied to 
compare the demographic data and laboratory parameters 
of the pyonephrosis and non-pyonephrosis groups. The 
following R packages were used in data analysis: “rms”, 
“glmnet”, “caret”, “rpart”, “randomForest”, “gplots”, 
“e1071”, “kernlab”, “pROC”, “nricens”, “xgboost”, 
“DiagrammeR”, “rsvg”, and “MachineShop”. Statistical 
significance was set as P<0.05.

Results

Baseline clinical characteristics and laboratory test results

Strictly conforming to the inclusion and exclusion criteria, 322 
patients were considered eligible for enrollment in the present 
study. Table 1 lists the preoperative clinical characteristics of the 
total population (n=322). All 322 obstructive hydronephrosis 
patients with upper urinary tract stones were divided into the 
pyonephrosis (n=76) and non-pyonephrosis (n=246) groups. 
The pyonephrosis group was more likely to be associated with 
younger female patients. The distribution of the presence of 
renal colic, hypertension, diabetes, hyperuricemia, staghorn 
calculi, and congenital renal malformation was similar between 
the two groups. The two groups were also similar for stone 
size and serum creatinine levels. Patients with pyonephrosis 
had higher stone density (1,395 vs. 1,214 HU, P=0.001) and a 
higher attenuation value of the renal pelvis (14.45 vs. 6.40 HU, 
P<0.001) than those with non-pyonephrosis. More patients 
in the pyonephrosis group were associated with UTI, fever, 
severe hydronephrosis, and atrophy of the contralateral kidney 
(SHACK). The comparison of laboratory test results between 
the two groups is shown in Table 2. The pyonephrosis group 
had higher WBC counts, neutrophil counts, serum CRP 
level, urine leukocyte counts, and the possibility of harboring 
a positive urine culture than the non-pyonephrosis group. 
Sites were similar in the distribution of the presence of urinary 
nitrite. Additionally, baseline characteristics and laboratory test 
results were comparable in both the training (Tables S1,S2) 
and testing cohorts (Tables S3,S4), which were consistent with 
the overall population.

ML-assisted models

Using univariable and multivariable LR analyses, we looked 
at outcome predictive features. Table 3 details the results of 
these analyses in the training dataset. For the diagnosis of 
pyonephrosis, the attenuation value of the renal pelvis [odds 
ratio (OR) =1.38; 95% confidence interval (CI): 1.14–1.66; 

https://www.R-project.org
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Table 1 Baseline characteristics of total population

Characteristics Pyonephrosis group (n=76) Non-pyonephrosis group (n=246) P value

Age (year), median [IQR] 50 [41–56] 53 [46–59] 0.043

Sex, n (%) <0.001

Male 24 (31.6) 169 (68.7)

Female 52 (68.4) 77 (31.3)

UTI within 3 months, n (%) <0.001

Yes 50 (65.8) 26 (10.6)

No 26 (34.2) 220 (89.4)

Renal colic, n (%) 0.109

Yes 44 (57.9) 167 (67.9)

No 32 (42.1) 79 (32.1)

Fever, n (%) <0.001

Yes 36 (47.4) 20 (8.1)  

No 40 (52.6) 226 (91.9)

Coexisting chronic diseases

Hypertension (n/N) 25/76 82/246 0.943

Diabetes (n/N) 8/76 21/246 0.596

Hyperuricemia, n (%) 0.450

Yes 26 96

No 50 150

Stone size (mm), median (IQR) 14.5 (9.75–21.25) 13.0 (9.0–19.0) 0.082

Stone density (HU), median (IQR) 1395 (1,197–1,599) 1214 (1,003–1,425) 0.001

Attenuation value of renal pelvis (HU), median (IQR) 14.45 (11.50–21.85) 6.40 (2.03–12.70) <0.001

Staghorn calculi, n (%) 0.228

Yes 5 (6.6) 28 (11.4)

No 71 (93.4) 218 (88.6)

Serum creatinine (µmol/L), median (IQR) 100.0 (70.5–193.5) 93.5 (73.0–125.0) 0.167

Hydronephrosis, n (%) <0.001

Mild/Moderate 32 (42.1) 218 (88.6)

Severe 44 (57.9) 28 (11.4)

SHACK, n (%) <0.001

Yes 26 (34.2) 18 (7.3)

No 50 (65.8) 228 (92.7)

Congenital renal malformation, n (%) 0.771

Yes 3 (3.9) 14 (5.7)  

No 73 (96.1) 232 (94.3)

IQR, interquartile range; UTI, urinary tract infection; HU, Hounsfield unit; SHACK, severe hydronephrosis or atrophy of the contralateral 
kidney.
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P=0.001], hydronephrosis (OR =22.35; 95% CI: 2.85–
175.54; P=0.003), urine leukocyte (OR =1.001; 95% CI: 
1.000–1.001; P=0.005) and urine culture (OR =14.29; 95% 
CI: 1.25–164.16; P=0.033) were the statistically significant 
elements in the multivariable analysis. According to their 
respective coefficients, the LR model was constructed using 
the following formula: Y = – 11.03 + 0.32 × (attenuation 
value of renal pelvis) + 3.12 × (hydronephrosis) + 0.001 × 
(urine leukocyte) + 2.66 × (urine culture). In this formula, 
binary predictor variables were valued as 0 or 1.

Considering that the absolute value of the coefficients 
from the Lasso regression analysis represents each feature’s 
contribution, the clinical features with an absolute value of 
the coefficients >0.1 were selected as the parameters included 
in the construction of the Lasso-LR model. Finally, sex, 
staghorn calculi, hypertension, renal colic, attenuation value 
of renal pelvis, neutrophils, UTI within 3 months, urine 
culture, SHACK, and hydronephrosis were the selected 
features (Figure 1). The Lasso-LR model was conducted by 
using the following formula: Y = –5.11 − 0.68 × (sex) – 0.47 ×  
(staghorn calculi) − 0.28 × (hypertension) – 0.27 × (renal 
colic) + 0.13 × (attenuation value of renal pelvis) + 0.19 × 
(neutrophils) + 1.09 × (UTI within 3 months) + 1.17 × (urine 
culture) + 1.26 × SHACK + 1.81 × (hydronephrosis). Binary 
predictor variables were also valued as 0 or 1 in this formula.

Distribution for features with RFE-SVM analysis 
is depicted in Figure 2A. In the RFE-SVM analysis, 15 
clinical parameters were selected as the final candidates for 
constructing the predictive model without impacting the 
prediction accuracy of the model, including serum CRP, 

neutrophils, WBC, UTI within 3 months, hydronephrosis, 
attenuation value of renal pelvis, fever, urine culture, sex, 
SHACK, serum creatinine, stone density, urine leukocyte, 
age, and stone size (Figure 2B). As depicted in Figure 2B, 
with the ranking of the features ahead being added to the 
SVM model one by one, the AUC value of the model also 
increased incrementally, and the addition of stone size 
yielded the highest AUC.

The RF model’s feature selection process and the 
distribution of feature importance are illustrated in Figure 3.  
Based on different combinations of clinical parameters, 
each tree in the forest votes for the major classification, 
and the final classification of the RF model is derived from 
the majority of these votes (Figure 3B). The best number 
of trees and the best number of variables tried at each split 
were 76 and 5, respectively. The OOB estimate of error 
rate was 5.33%, suggesting that the generalization error 
was satisfactory. The top 5 most important features for the 
MDA were serum CRP, neutrophils, attenuation value of 
renal pelvis, WBC, and hydronephrosis (Figure 3A). For the 
MDG, the top 5 most relevant predictors were serum CRP, 
neutrophils, WBC, attenuation value of renal pelvis, and UTI 
within 3 months (Figure 3A). Overall, the results of feature 
importance ranking were similar between MDA and MDG. 

The XGBoost model is developed based on the gradient 
boosting trees. The typical ensemble of two trees in the 
model is shown in Figure 4A. The gain on each node was the 
contribution of the selected feature, and we eventually acquired 
the ranking results of feature importance after summing up 
all the contributions for each feature. Also, we performed 

Table 2 Laboratory test results of total population

Variables Pyonephrosis group (n=76) Non-pyonephrosis group (n=246) P value

WBC (×109/L), median (IQR) 9.92 (7.30–15.56) 6.02 (5.08–7.40) <0.001

Neutrophils (×109/L), median (IQR)  7.11 (5.31–12.79) 3.48 (2.84–4.40) <0.001

Serum CRP (mg/L), median (IQR) 73.65 (42.88–130.60) 2.65 (1.10–6.80) <0.001

Urine leukocyte (/µL), median (IQR) 227.65 (61.18–3351.70) 76.20 (27.58–189.10) <0.001

Urinary nitrite, n (%) 0.002

Positive 18 (23.7) 24 (9.8)

Negative 58 (76.3) 222 (90.2)

Urine culture, n (%) <0.001

Positive 38 (50.0) 27 (11.0)

Negative 38 (50.0) 219 (89.0)

WBC, white blood cell; CRP, C-reactive protein; IQR, interquartile range.
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clustering on features according to their importance ranking 
order (Figure 4B). In the XGBoost model, serum CRP was 
the most important clinical feature, followed by renal pelvis’s 
attenuation value, neutrophils, and hydronephrosis.

Comparison between ML-based models

Among these models, SVM yielded the highest AUC (0.985, 
95% CI: 0.970–1.000), followed by XGBoost (AUC =0.981, 
95% CI: 0.954–1.000), Lasso-LR (AUC =0.977, 95% CI: 
0.958–0.996), LR (AUC =0.936, 95% CI: 0.905–0.968), 
and RF (AUC =0.920, 95% CI: 0.870–0.970) (Figure 5A). 
Similarly, in the testing dataset, SVM yielded the highest 

AUC (0.977, 95% CI: 0.952–1.000), followed by Lasso-
LR (AUC =0.959, 95% CI: 0.921–0.997), XGBoost (AUC 
=0.958, 95% CI: 0.902–1.000), LR (AUC =0.932, 95% CI: 
0.878–0.987), and RF (AUC =0.868, 95% CI: 0.779–0.958) 
(Figure 5B). The XGBoost model had the highest YI (0.962) 
than the other models (Table 4). Because the YI was calculated 
as a summation of the sensitivity and specificity minus 1, the 
highest YI indicated that both the sensitivity and specificity 
of the XGBoost model are reasonably well relative to 
other predictive models. Using the DeLong method with 
Bonferroni correction, a pairwise comparison of ROC curves 
was performed. The AUCs of Lasso-LR, SVM, and XGBoost 
were significantly greater than that of LR, while there were 

Table 3 Factors associated with pyonephrosis on univariable and multivariable logistic regression analyses in the training dataset

Variable
Univariable analysis Multivariable analysis

OR (95% CI) P value OR (95% CI) P value

Age (year) 0.99 (0.96–1.01) 0.321 – –

Sex (rfe: female) 0.21 (0.11–0.42) <0.001 0.23 (0.03–1.66) 0.145

UTI within 3 months 18.54 (8.59–39.98) <0.001 3.02 (0.12–77.93) 0.506

Renal colic 0.60 (0.32–1.14) 0.118 – –

Fever 10.52 (4.86–22.74) <0.001 0.45 (0.01–17.82) 0.673

Hypertension 0.76 (0.39–1.50) 0.435 – –

Diabetes 1.31 (0.44–3.86) 0.625 – –

Hyperuricemia 0.86 (0.45–1.64) 0.644 – –

Stone size (mm) 1.02 (0.99–1.06) 0.164 – –

Stone density (HU) 1.001 (1.00–1.002) 0.051 – –

Attenuation value of renal pelvis (HU) 1.16 (1.11–1.22) <0.001 1.38 (1.14–1.66) 0.001

Staghorn calculi 0.64 (0.21–1.96) 0.431 – –

Serum creatinine (µmol/L) 1.005 (1.002–1.009) 0.002 0.99 (0.98–1.00) 0.163

Hydronephrosis (rfe: mild and moderate) 13.55 (6.42–28.58) <0.001 22.35 (2.85–175.54) 0.003

SHACK 5.47 (2.42–12.37) <0.001 8.37 (0.83–84.70) 0.072

Congenital renal malformation 0.65 (0.14–3.08) 0.589 – –

WBC (×109/L) 1.60 (1.36–1.87) <0.001 1.10 (0.267–4.55) 0.898

Neutrophils (×109/L) 1.76 (1.46–2.13) <0.001 1.98 (0.42–9.41) 0.392

Serum CRP (mg/L) 1.04 (1.02–1.05) <0.001 1.01 (0.99–1.02) 0.487

Urine leukocyte (/µL) 1.001 (1.00–1.001) 0.001 1.001 (1.00–1.001) 0.005

Urinary nitrite (rfe: negative) 1.93 (0.84–4.46) 0.124 – –

Urine culture (rfe: negative) 5.44 (2.69–11.04) <0.001 14.29 (1.25–164.16) 0.033

OR, odd ratio; CI, confidence interval; rfe, reference; UTI, urinary tract infection; HU, Hounsfield unit; SHACK, severe hydronephrosis or 
atrophy of the contralateral kidney; WBC, white blood cell; CRP, C-reactive protein.
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Table 4 Discrimination of prediction models

Discrimination metrics LR Lasso-LR SVM RF XGBoost

Accuracy 0.858 0.942 0.960 0.960 0.991

Sensitivity 0.846 0.923 0.962 0.846 0.962

Specificity 0.861 0.948 0.960 0.994 1.000

YI 0.707 0.871 0.922 0.840 0.962

PPV 0.647 0.842 0.877 0.978 1.000

NPV 0.949 0.976 0.988 0.956 0.989

AUC 0.936 0.977 0.985 0.920 0.981

LR, logistic regression; Lasso, least absolute shrinkage and selection operator; SVM, support vector machine; RF, random forest;  
XGBoost, extreme gradient boosting; YI, Youden index; PPV, positive predictive value; NPV, negative predictive value; AUC, area under the 
receiver operating characteristic curve.

no significant differences between the AUC of LR and that of 
RF (Table S5). The DCA showed that the SVM and XGBoost 
had a higher net benefit for threshold probabilities >20% 
(Figure 6). Compared with the LR model, other ML-based 
models significantly improved risk prediction at calculous 
pyonephrosis threshold probabilities >10%.

Discussion

Hydronephrosis is the dilation of the renal pelvis or calyces 

due to obstruction to urine flow downstream. On the other 
hand, pyonephrosis refers to an infected hydronephrosis 
status associated with suppurative destruction of the renal 
parenchyma (1-3). Patients with calculous pyonephrosis 
may present with a variety of clinical symptoms ranging 
from asymptomatic bacteriuria to urosepsis. Nonspecific 
complaints and symptoms may be the only manifestations 
noted in some patients with calculous pyonephrosis; 
therefore, it can sometimes be difficult to differentiate 
between infected hydronephrosis and true pyonephrosis (12). 

https://cdn.amegroups.cn/static/public/TAU-20-1208-supplementary.pdf
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Figure 4 Results of model analysis with XGBoost. (A) The detail distribution of classification trees; (B) the feature importance clusters. CRP, 
C-reactive protein; UTI, urinary tract infection; WBC, white blood cell; SHACK, severe hydronephrosis or atrophy of the contralateral 
kidney; XGBoost, extreme gradient boosting.

Figure 5 The ROC results of ML-based models in the training dataset (A) and testing dataset (B). ROC, receiver operating characteristic; 
CI, confidence interval; LR, logistic regression; Lasso, least absolute shrinkage and selection operator; SVM, support vector machine; RF, 
random forest; XGBoost, extreme gradient boosting; ML, machine learning.
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Due to the high risk of progressing into urosepsis, sepsis-
related morbidity and mortality, and the renal functional 
loss, rapid diagnosis and treatment are essential to avoid 
extravasation, sepsis, and parenchymal loss (12). Therefore, 
early accurate identification of calculous pyonephrosis 
is of paramount importance. Unfortunately, currently, 
there are no widely accepted predictive models to predict 
calculous pyonephrosis accurately, and the discrimination 
ability of various models remains modest (13,15). To date, 
the preoperative diagnosis of calculous pyonephrosis is still 
highly dependent on the good reasoning and judgment of 
clinicians. Predictors of developing pyonephrosis include 
a long duration of symptoms, abnormal anatomy, and the 
presence of renal calculi (4,30). Laboratory tests, including 
blood counts, serum chemistry and creatinine, and urinalysis 
with culture, also have important implications in diagnosing 
pyonephrosis. 

ML algorithms have been successfully used for predicting 
outcomes in other fields of medicine, including the 
identification of lung cancer based on routine blood indices 
and the in-hospital rupture of type A aortic dissection 

(31,32). Given the excellent performance of ML algorithms 
in classification, we employed 5 ML algorithms in our study 
to determine relevant risk factors. We then developed and 

validated 5 novel prediction models to identify patients 
at high risk of harboring calculous pyonephrosis before 
making treatment decisions.

It is thought that UTIs are more common in women (33).  
We found more female patients in the pyonephrosis 
group of both the training and testing datasets. Sex was a 
significant predictor in the construction of both the Lasso-
LR and SVM models. However, the result of multivariable 
LR analysis showed that gender was not a significant 
risk factor for pyonephrosis. This was consistent with 
the finding of a previous publication (30). In comparing 
laboratory test results, all variables except urinary nitrite 
showed significant differences between the pyonephrosis 
group and non-pyonephrosis group. 

For the evaluation of hydronephrosis, non-contrast CT 
was previously often focused on nonspecific findings, such 
as the thickening of the renal pelvis and stranding of the 
perirenal fat (34). However, recent studies have successfully 
demonstrated that the CT attenuation value could be used 
to differentiate hydronephrosis from pyonephrosis (13,15). 
Not surprisingly, renal pelvis’ attenuation value on non-
contrast CT was one of the most important indicators 
in all 5 predictive models. Moreover, the severity of 
hydronephrosis was irrelevant to pyonephrosis diagnosis in 
a study performed by Yuruk et al. (15). In contrast, in our 
patient cohort, patients with severe hydronephrosis were 
more likely to have pyonephrosis than those with mild or 
moderate hydronephrosis. 

It is well known that CRP is one of the most commonly 
used biomarkers of inflammation and could be used for 
upper and lower UTI differentiation (35). Somewhat 
intriguingly, in our study, serum CRP was the strongest 
predictor identified by SVM, RF, and XGBoost. Meanwhile, 
serum CRP was not significantly related to pyonephrosis in 
LR and Lasso-LR. 

Although both WBC and neutrophil counts are the most 
important, nonspecific biomarkers of infectious disease, 
neutrophils outperformed WBCs in the prediction of 
pyonephrosis. Concerning symptoms, renal colic, and fever did 
not show a major contribution in the 5 models. This may be in 
part due to the variability in clinical symptoms of pyonephrosis. 
Also, the predictive value of characteristics of upper urinary 
stones (stone size, stone density, and staghorn calculi) was also 
unsatisfactory. Nonetheless, contrary to our findings, Patodia 
et al. (30) reported that the presence of staghorn calculi was 
independently associated with pyonephrosis in a multivariable 
LR analysis of their patient cohort. 

Urinalysis and urine culture play a key role in the 
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diagnosis of UTIs (36). Data obtained in our study showed 
that urine leukocytes and urine culture were important 
predictors across all 5 models. Regrettably, we did not 
include the results of the urinalysis and urine culture of 
samples from the obstructed collecting system in this study.

For the performance of ML-based models, the Lasso-LR 
model showed the best discriminative power with an AUC 
of 0.985 (95% CI: 0.970–1.000), followed by XGBoost 
(AUC =0.981, 95% CI: 0.954–1.000), Lasso-LR (AUC 
=0.977, 95% CI: 0.958–0.996), LR (AUC =0.936, 95% 
CI: 0.905–0.968), and RF (AUC =0.920, 95% CI: 0.870–
0.970). Additionally, all models had satisfactory sensitivity, 
specificity, PPV, and NPV. In a similar study regarding the 
evaluation of the single-use of the attenuation value of the 
renal pelvis in predicting pyonephrosis, Yuruk et al. (15)  
demonstrated that a cutoff value of HU >9.21 could 
be used to diagnose the presence of pyonephrosis with 
65.96% sensitivity and 87.93% specificity. This implied 
that the inclusion of multiple clinical predictor variables 
into a statistical classification model might significantly 
improve predictive ability (discrimination and clinical net 
benefit) compared to the model based on a single important 
predictor. Many studies have demonstrated that ML-assisted 
models were markedly better than conventional statistical 
modeling in predicting clinical outcomes (37,38). In the 
present study, all models except RF outperformed LR. This 
may be due in part to the fact that other ML algorithms 
perform better in dealing with complex, high-dimensional 
data compared with a conventional regression algorithm. It 
is noteworthy that XGBoost seemed to be the model with 
the highest discrimination power given all discrimination 
metrics. Accordingly, we strongly recommend the use of 
the XGBoost model in the early diagnosis of calculous 
pyonephrosis. Our models performed similarly on the 
training and testing datasets, indicating that overfitting was 
not a frustrating issue of ML algorithms within our data.

Despite several strengths, our study had certain 
limitations. First, the data on patients with obstructed 
hydronephrosis in our study cohort were retrospectively 
collected at a single institution, which may have resulted 
in selection bias. Second, we did not introduce the results 
of the urinalysis and urine culture of samples from the 
obstructed renal pelvis, which may have offered better 
predictive value. Also, it should be noted that our present 
models’ excellent discriminatory efficiency might be related 
to the small sample size of this study. Thus, before a broader 
clinical application, a prospective external validation on a 
larger scale is warranted. 

Conclusions

In summary, we developed 5 ML-based models to assist 
clinicians in the early identification of the individualized risk 
of pyonephrosis for patients with obstructed hydronephrosis. 
Altogether, the XGBoost model seemed to have the best 
discriminative power. Our results illustrated the benefits 
associated with the use of ML-assisted models. We believe that 
the use of these models will protect patients and clinicians in 
the future and allow clinicians to avoid potentially severe septic 
complications associated with an infected obstructed system 
through the early and accurate identification of patients with 
calculous pyonephrosis. Of course, further validation across 
multiple institutions involving a large sample size is needed.
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Supplementary

Table S1 Baseline characteristics of the training dataset

Characteristics Pyonephrosis group (n=52) Non-pyonephrosis group (n=173) P value

Age (year), median (IQR) 51 (44–57) 53 (46–59) 0.237

Sex, n (%) <0.001

Male 16 (30.8) 117 (67.6)

Female 36 (69.2) 56 (32.4)

UTI within 3 months, n (%) <0.001

Yes 34 (65.4) 16 (9.2)

No 18 (34.6) 157 (90.8)

Renal colic, n (%) 0.116

Yes 29 (55.8) 117 (67.6)

No 23 (44.2) 56 (32.4)

Fever, n (%) <0.001

Yes 25 (48.1) 14 (8.1)  

No 27 (51.9) 159 (91.9)

Coexisting chronic diseases

Hypertension (n/N) 15/52 60/173 0.434

Diabetes (n/N) 5/52 13/173 0.572

Hyperuricemia, n (%) 0.644

Yes 18 (34.6) 66 (38.2)

No 34 (65.4) 107 (61.8)

Stone size (mm), median (IQR) 14 (9–23) 13 (9–19) 0.228

Stone density (HU), median (IQR) 1,338.5 (1,193–1,558.25) 1,219 (1,009–1,433) 0.032

CT value of hydronephrosis (HU), median (IQR) 15.85 (11.5–21.5) 6.0 (2.0–12.7) <0.001

Staghorn calculi, n (%) 0.428

Yes 4 (7.7) 20 (11.6)

No 48 (92.3) 153 (88.4)

Serum creatinine (µmol/L), median (IQR) 100.5 (75.0–185.5) 94.0 (73.0–131.0) 0.150

Hydronephrosis, n (%) <0.001

Mild/Moderate 21 (40.4) 156 (90.2)

Severe 31 (59.6) 17 (9.8)

SHACK, n (%) <0.001

Yes 16 (30.8) 13 (7.5)

No 36 (69.2) 160 (92.5)

Congenital renal malformation, n (%) 0.738

Yes 2 (3.8) 10 (5.8)  

No 50 (96.2) 163 (94.2)

IQR, interquartile range; UTI, urinary tract infection; HU, Hounsfield unit; SHACK, severe hydronephrosis or atrophy of the contralateral 
kidney.
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Table S2 Laboratory test results of the training dataset

Variables Pyonephrosis group (n=52) Non-pyonephrosis group (n=173) P value

WBC (×109/L) 10.4 (7.3–17.0) 6.0 (5.1–7.3) <0.001

Neutrophils (×109/L) 7.8 (5.4–14.1) 3.4 (2.9–4.3) <0.001

Serum CRP (mg/L) 73.7 (47.7–133.9) 2.6 (1.1–6.8) <0.001

Urine leukocyte (/µL) 201.3 (56.4–1733.6) 73.8 (25.0–180.0) <0.001

Urinary nitrite, n (%) 0.120

Positive 10 (19.2) 19 (11.0)

Negative 42 (80.8) 154 (89.0)

Urine culture, n (%) <0.001

Positive 23 (44.2) 22 (12.7)

Negative 29 (55.8) 151 (87.3)

WBC, white blood cell; CRP, C-reactive protein.
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Table S3 Baseline characteristics of the testing dataset

Characteristics Pyonephrosis group (n=24) Non-pyonephrosis group (n=73) P value

Age (year), median (IQR) 44.5 (39.75–53.75) 55.5 (48.5–66.25) 0.055

Sex, n (%) 0.001

Male 8 (33.3) 52 (71.2)

Female 16 (66.7) 21 (28.8)

UTI within 3 months, n (%) <0.001

Yes 16 (66.7) 10 (13.7)

No 8 (33.3) 63 (86.3)

Renal colic, n (%) 0.588

Yes 15 (62.5) 50 (68.5)

No 9 (37.5) 23 (31.5)

Fever, n (%) <0.001

Yes 11 (45.8) 6 (8.2)  

No 13 (54.2) 67 (91.8)

Coexisting chronic diseases

Hypertension (n/N) 10/24 22/73 0.297

Diabetes (n/N) 3/24 8/73 > 0.99

Hyperuricemia, n (%) 0.499

Yes 8 (33.3) 30 (41.1)

No 16 (66.7) 43 (58.9)

Stone size (mm), median (IQR) 15.5 (10–18.25) 11 (8–17) 0.132

Stone density (HU), median (IQR) 1,497 (1,286.75–1,668.50) 1,205 (925–1,380) 0.004

CT value of hydronephrosis (HU), median (IQR) 13.85 (11.675–22.10) 7.3 (2.4–12.9) <0.001

Staghorn calculi, n (%) 0.444

Yes 1 (4.2) 8 (11.0)

No 23 (95.8) 65 (89.0)

Serum creatinine (µmol/L), median (IQR) 83.0 (64.5–212.5) 93.0 (75.0–116.0) 0.716

Hydronephrosis, n (%) <0.001

Mild/Moderate 11 (45.8) 62 (84.9)

Severe 13 (54.2) 11 (15.1)

SHACK, n (%) <0.001

Yes 10 (41.7) 5 (6.8)

No 14 (58.3) 68 (93.2)

Congenital renal malformation, n (%) >0.99

Yes 1 (4.2) 4 (5.5)  

No 23 (95.8) 69 (94.5)

IQR, interquartile range; UTI, urinary tract infection; HU, Hounsfield unit; SHACK, severe hydronephrosis or atrophy of the contralateral 
kidney.
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Table S4 Laboratory test results of the testing dataset

Variables Pyonephrosis group (n=24) Non-pyonephrosis group (n=73) P value

WBC (×109/L) 8.85 (7.65–13.20) 6.20 (5.30–7.90) <0.001

Neutrophils (×109/L) 6.60 (5.225–10.325) 3.60 (2.80–4.60) <0.001

Serum CRP (mg/L) 68.7 (35.825–123.225) 2.80 (1.20–7.30) <0.001

Urine leukocyte (/µL) 434.2 (95.775–4126.95) 79.60 (30.60–200.50) <0.001

Urinary nitrite, n (%) 0.003

Positive 8 (33.3) 5 (6.8)

Negative 16 (66.7) 68 (93.2)

Urine culture, n (%) <0.001

Positive 15 (62.5) 5 (6.8)

Negative 9 (37.5) 68 (93.2)

WBC, white blood cell; CRP, C-reactive protein.

Table S5 DeLong P values resulting from the pairwise comparison of the area under the receiver operator characteristic (ROC) curve (AUC) be-
tween ML (machine learning)-based models

Variables
P value

Training dataset Testing dataset

Lasso-LR vs. LR 0.032 0.314

SVM vs. LR 0.007 0.056

RF vs. LR 0.596 0.233

XGBoost vs. LR 0.035 0.513

LR, logistic regression; Lasso, least absolute shrinkage and selection operator; SVM, support vector machine; RF, random forest; XG-
Boost, extreme gradient boosting.


